In vivo local determination of tissue optical properties: applications to human brain
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Local and superficial near-infrared (NIR) optical-property characterization of turbid biological tissues can be achieved by measurement of spatially resolved diffuse reflectance at small source–detector separations (<1.4 mm). However, in these conditions the inverse problem, i.e., calculation of localized absorption and the reduced scattering coefficients, is necessarily sensitive to the scattering phase function. This effect can be minimized if a new parameter of the phase function $\gamma$, which depends on the first and the second moments of the phase function, is known. If $\gamma$ is unknown, an estimation of this parameter can be obtained by the measurement, but the uncertainty of the absorption coefficient is increased. A spatially resolved reflectance probe employing multiple detector fibers (0.3–1.4 mm from the source) is described. Monte Carlo simulations are used to determine $\gamma$, the reduced scattering and absorption coefficients from reflectance data. Probe performance is assessed by measurements on phantoms, the optical properties of which were measured by other techniques [frequency domain photon migration (FDPM) and spatially resolved transmittance]. Our results show that changes in the absorption coefficient, the reduced scattering coefficient, and $\gamma$ can be measured to within $\pm 0.005$ mm$^{-1}$, $\pm 0.05$ mm$^{-1}$, and $\pm 0.2$, respectively. In vivo measurements performed intraoperatively on a human skull and brain are reported for four NIR wavelengths (674, 811, 849, 956 nm) when the spatially resolved probe and FDPM are used. The spatially resolved probe shows optimum measurement sensitivity in the measurement volume immediately beneath the probe (typically 1 mm$^3$ in tissues), whereas FDPM typically samples larger regions of tissues. Optical-property values for human skull, white matter, scar tissue, optic nerve, and tumors are reported that show distinct absorption and scattering differences between structures and a dependence on the phase-function parameter $\gamma$. © 1999 Optical Society of America

1. Introduction

Probing the optical properties of biological tissues has a major effect in several medical applications for diagnosis and therapy. For example, the knowledge of these properties is necessary for optimizing techniques such as near-IR spectroscopy or photodynamic therapy. The scattering and the absorption characteristics of many different kinds of tissues have been reported in the literature. However, they have been most often measured in vitro. Because of unavoidable alterations in excised samples, such as blood drainage, structural alterations, and temperature changes, these values are questionable and in vivo measurements are preferred.

Measurement of optical properties performed in vivo could also be used as a diagnostic tool, which is complementary to other optical biopsy techniques, e.g., tissue autofluorescence. Indeed light scattering and absorption can provide information both on tissue structure and on chromophore content, features that can be used to distinguish between normal tissues, malignant lesions, and other pathologies. For example, hemoglobin and water content have been found to be significantly different in normal and cancerous tissues. Differentiation between normal and malignant bladder tissues was found to be possible from the elastic scattering and absorption properties.
Researchers have proposed different methods to determine quantitatively absorption and reduced scattering coefficients in vivo, by using spatially and/or temporally resolved measurements. Besides organs such as breast or neonatal brain, which can be transilluminated, measurements of thick tissues can be made in reflectance geometry. The case in which source–detector separations are larger than several transport mean-free paths, corresponding typically to distances greater than 5 mm for biological tissues, has been extensively studied theoretically and experimentally. Diffusion theory or Monte Carlo simulations have been commonly used to relate the measured light intensity to the optical coefficients. In particular, optimized source–detector separations have been calculated by different authors to ensure the best sensitivity to absorption and scattering coefficients from spatially resolved reflectance data. For typical turbid tissues, the optimal determination of both absorption and scattering properties requires reflectance measurement at small and large distances. For example, measurements were performed by Farrell et al. using distances from 1 to 10 mm and by Bays et al. using distances from 3.6 to 15 mm or 2 to 14 mm.

Nevertheless in all these studies the turbid medium is considered homogeneous or made of homogeneous layers. Our approach is different. We wish to characterize optically a small volume of tissue, of the order of a few cubic millimeters, possibly distinct from surrounding tissues. Therefore our goal is to differentiate a small tissue heterogeneity instead of determining average optical properties of a large volume of tissue. To achieve this, we chose to perform spatially resolved reflectance measurements with only small source–detector separations, from 0.3 to 1.4 mm, even if these distances are not optimal for absorption determination.

Mourant et al. have shown that the absorption coefficient can be estimated from measurement at a single distance of ~1.7 mm, assuming the scattering coefficient to be in a certain range. They have also shown that measurements at a single shorter distance (~0.2–0.3 mm) allows monitoring of spectroscopic variations in the scattering properties of tissues. In this research we address a general case in which both tissue scattering and absorption properties are simultaneously estimated from measurements at distances smaller than 1.4 mm.

The theoretical framework for interpretation of the measured profile in terms of absorption and scattering properties was given in a previous study based on Monte Carlo simulations. The role of the phase function at short source–detector separations was carefully studied. In particular, we showed that, besides absorption and reduced scattering coefficients, a parameter depending on the first and the second moment of the phase function must be taken into account for source–detector separation ranging approximately from 0.3 to 10 transport mean free paths. This analysis is more complete compared with previous research in which only the first moment of the phase function (the anisotropy factor) was considered.

First we describe the probe design and the Monte Carlo model developed to simulate the measured profile. Second we discuss the average tissue volume probed and sensitivity to medium boundaries from experiments and simulations. Third we describe how the scattering and the absorption properties of tissues can be deduced from reflectance data. The accuracy of the proposed procedure is demonstrated on phantoms, the optical properties of which are measured by others techniques. Finally we present and discuss measurements of human brain obtained in vivo. These clinical measurements were performed in parallel with a complementary method, frequency domain photon migration (FDPM), which probes a larger tissue volume. Optical properties from FDPM measurements are compared with values that we obtained by the spatially resolved method described here, using small source–detector separations.

2. Materials and Methods

A. Definitions

The spatially resolved reflectance is denoted $R(p)$, where $p$ is the source–detector separation. It is defined by the backscattered power received by a detector per unit area for a source of power unity. In our measurements $p$ ranges between 0.3 and 1.4 mm.

The optical properties of tissues are the average refractive index $n$ of the medium, the absorption coefficient $\mu_a$, the scattering coefficient $\mu_s$, and the phase function $p(\cos \theta)$, where $\theta$ is the scattering angle. The phase function is the probability density function for $\cos \theta$. We consider the refractive index of tissues as a constant, $n = 1.4$.

It is also useful to define the reduced scattering coefficient $\mu_s' = \mu_s(1 - g)$ and the transport mean free path, $mfP' = (\mu_s + \mu_a)^{-1}$, where $g$ is the anisotropy factor and is defined as the average of $\cos \theta$. Generally the reduced scattering coefficient $\mu_s'$ and the absorption coefficient $\mu_a$ are used to characterize optically thick tissues. Indeed for a high albedo medium the light fluence rate depends only on $\mu_s'$ and $\mu_a$ at distances of several transport mean free paths (typically $p > 5$ mm for tissues) from the source (diffusion approximation). Therefore use of $\mu_s'$ and $\mu_a$ is a natural choice if measurements are performed at such distances. Because we want to take measurements at closer distances, in the range of one transport mean free path we expect that some parameters of the phase function must be taken into account. This theoretical problem was fully studied with Monte Carlo simulations and reported in Refs. 12 and 13. We consider below only the main implications of this research.

For distances between 0.3 and 10 transport mean free paths we found that the reflectance curve depends on $\mu_a$, $\mu_s'$, and a third parameter $\gamma = (1 - g_2)/(1 - g_1)$, where $g_1$ and $g_2$ are, respectively, the...
first and the second moments of the phase function. The \( n \)th moment \( g_n \) is defined as:\textsuperscript{15,16}

\[
g_n = \int_{-1}^{1} P_n(\cos \theta) p(\cos \theta) d(\cos \theta),
\]

where \( P_n \) is the Legendre polynomial of order \( n \). Note that the first moment \( g_1 \) is the anisotropy factor \( g \). The parameter \( \gamma \) is derived from the second-order similarity relations derived by Wyman et al.,\textsuperscript{15} which are valid for a second-order anisotropic radiance (i.e., the radiance can be expanded as a series of Legendre polynomials of the order of at most 2). For comparison, note that the diffusion approximation and first-order similarity relation correspond to a first-order anisotropic radiance (i.e., the radiance can be expanded as a series of Legendre polynomials of the order of at most 1). The role of the parameter, \( \gamma = (1 - g_2)/(1 - g_1) \), implies that the anisotropy factor \( g \) (\( \gamma = g_1 \)) alone is not sufficient to predict correctly the reflectance curve close to the source.

From this analysis, each tissue can be potentially characterized by three parameters: \( \mu_a, \mu_s, \) and \( \gamma \). However, owing to the restricted range of the source–detector distances that we want to use, the simultaneous determination of \( \mu_a, \mu_s, \) and \( \gamma \) is not always possible with a high degree of accuracy. The achievable accuracy depends on the optical properties themselves and on experimental uncertainties. This problem is addressed in Section 3 for both phantom and tissue measurements.

The parameter \( \gamma \) may give interesting information about the tissue structure. Indeed, as measured by several authors,\textsuperscript{17–20} the tissue phase function can be approximated by summing a highly anisotropic phase function, \( p_{HG}(\cos \theta) \), due to large particles, plus a low anisotropic phase function, \( p_{LA}(\cos \theta) \), due to small particles:

\[
p_{\text{tissue}}(\cos \theta) = (1 - \alpha)p_{HG}(\cos \theta) + \alpha p_{LA}(\cos \theta). \quad \text{(2)}
\]

The coefficient \( \alpha \) is introduced to guarantee the normalization of \( p_{\text{tissue}}(\cos \theta) \).

The first term \( p_{HG}(\cos \theta) \) has been fitted to the Rayleigh–Gans phase function\textsuperscript{21} or to the Henyey–Greenstein phase function,\textsuperscript{17,18} \( p_{HG}(\cos \theta) \):

\[
p_{HG}(\cos \theta) = \frac{1 - g_{1G}^2}{2(1 + g_{1G}^2 - 2g_{1G} \cos \theta)^{3/2}}. \quad \text{(3)}
\]

The moments of the Henyey–Greenstein phase function are given by \( g_n = g_{1G}^n \) (\( n > 0 \)).

The second term, \( p_{LA}(\cos \theta) \), can be interpreted as a Rayleigh-scattering contribution, valid for small scatterers compared with the wavelength. It has been approached by a purely isotropic term\textsuperscript{17,22} or a Henyey–Greenstein phase function with a low negative \( g \) value.\textsuperscript{18} We propose using the Rayleigh phase function\textsuperscript{16}:

\[
p_{\text{Rayleigh}}(\cos \theta) = \frac{3}{8} (1 + \cos^2 \theta). \quad \text{(4)}
\]
probe is rigid, which allows for easier handling by the physician, during surgery, for example. The whole probe can be sterilized. The experimental setup is shown in Fig. 2. An optical switch (Dicon Model GP700) is used to select the illuminating fiber from different sources. For the brain measurements, four laser diodes emitting at 674, 811, 849, and 956 nm were used (SDL, Inc. Models 7421, 5420, 5421, and 6321, respectively). Two other laser diodes were used for phantom measurements, emitting at 675 and 828 nm (ILEE LDA 2011 and 1805, respectively). The six fibers that collect the backscattered light are imaged on a linear CCD (Hamamatsu S3921). The signal is digitized by a 12-bit analog-to-digital card. Only one measurement, which takes ~0.1 s, is then needed to measure simultaneously the intensity collected by the six fibers. The entire system is controlled by a personal computer.

Transmission differences between each fiber are corrected by using a measurement on a turbid phantom illuminated uniformly. Immediately after each reflectance measurement, the background light is automatically measured and then subtracted from the reflectance signal. To minimize the background light, a long-pass filter (λ > 650 nm) is placed between the end of the bundle and the CCD. Even during open surgery where ambient light is substantial, the measured background ranged between 1% and 10% at the farthest fibers, depending on the wavelength used.

C. Monte Carlo Simulations
A model of photon migration in tissues is necessary to define the relationship between the measured reflectance and the optical properties. Analytical solutions from the diffusion equation are not appropriate in our case because we are interested in the reflectance close to the source, at a distance comparable with the transport mean free path (mfp'). 5,7 We performed Monte Carlo simulations to predict the measured reflectance of an homogeneous semi-infinite turbid media. The code that we used was extensively tested.12,22,23 Any phase function can be implemented in discretized form.

Our simulations take into account the exact diameter of the illuminating and the collecting fibers as well as their numerical apertures (N.A. = 0.26 in tissue). However, the distortion of the signal due to the size of the fibers that we used (Ø = 200 nm) has an almost negligible influence on the reflectance curve. The mismatch of the index of refraction at the surface of the medium is also taken into account in our simulation by using the Fresnel law for each photon reaching the surface. Some simulations have been performed with the exact geometry of the probe as described in Fig. 1, taking into account the mismatch of the index of refraction between the probe adhesive (n = 1.5) and the sample as well as the mismatch of the index of refraction between the air and the sample outside the probe (ρ > 1.8 mm). Photons reflected inside the lumen of the stainless-steel tube are considered absorbed. In Fig. 3 the reflectance obtained with the exact probe configuration is compared with the simplified case of the semi-infinite space (ρ = 1.4, rprobe = 1.5). The exact-probe boundary condition is extrapolated beyond the surface of the probe to where the boundary is tissue/air. As expected, there are important differences between the exact and the simplified cases for ρ > 1.5 mm, close to the limit of the probe. The decreased reflectance at ρ > 1.8 for the exact case is due to the increase in internal reflection at the interface between the medium and the air. However, the differences between the exact and the simplified cases are less than a few percent for ρ < 1.4 mm, corresponding to the region where the measurements are performed.

The simplified case, assuming cylindrical symmetry, is computationally much less time-consuming than the exact configuration. Exact-configuration simulations require ~10 times the number of photons for statistical errors to be achieved comparable for the simplified case. Indeed in the simplified case the cylindrical symmetry allows for the use of annular detectors to compute the reflectance. The advantage of annular detectors is their larger area, compared with the detector area used in the configuration of the exact-boundary condition configuration. Following the result illustrated in Fig. 3, we decided to employ only the simplified semi-infinite condition and be restricted to ρ < 1.4 mm.
3. Results and Discussion

A. Boundary Effects

During in vivo investigations the ideal case of a medium with a perfect plane surface is never realized. Moreover the probe could be slightly pushed inside the tissue. Therefore the effect of the medium boundary on the measured reflectance is important to quantify experimentally. In Fig. 4 we show two measurements in Intralipid, one at the surface and the second inside the medium. The difference between these two measurements is less than 5%, which could seem very surprising at first glance. However, as shown by simulation in Fig. 3, the boundary condition outside the probe has only a weak effect on the intensity measured by the six fibers. The boundary condition created by the probe itself, i.e., the index of refraction mismatch between the medium and the adhesive inside the probe, is much more critical.

The negligible effect of the tissue boundaries shown in this section is an important advantage for clinical investigation. This experiment also clearly demonstrates that the sample volume investigated is principally confined to the region just beneath the probe surface. This point is developed further in Subsection 3.B.

B. Depth of Tissue Investigated

To quantify more precisely the volume of tissue probed in our technique, we determined the depth below the surface of each scattering event in the simulation. With this information we determined the average depth of all the scattering events for each detected photon, which we present as a probability density function in Fig. 5. To permit more general statements, distances are expressed here in mfp' units. For typical turbid tissue and near-IR wavelengths, $\mu_s'$ is around 1 mm$^{-1}$ and $\mu_a$ is less than 0.2 mm$^{-1}$, which means that 1 mfp' $\approx$ 1 mm. Figure 5 shows that the average depth of scattering is around 0.8 mfp'. Moreover it shows that for typical tissue optical properties, structures located beneath the probe at a depth greater than 2 mfp' are not likely to contribute significantly to the measured signal (for $\rho < 1.5$ mfp'). These results are consistent with the average depth computed by Weiss et al.$^{24}$ using Monte Carlo simulations. However, note that their simulations do not take into account any refractive-index mismatch or a restricted numerical aperture of the detector.

To evaluate the maximum depth of photons paths, we performed experiments in Intralipid, placing the probe at the liquid surface and moving an absorbing plate placed horizontally, as described in Fig. 6. The reflectance $R(\rho, d)$ was measured for varying thickness $d$. The ratio $R(\rho, d)/R(\rho, d = \infty)$ is reported in Fig. 6. Figure 6 shows that the intensity of the reflectance is decreased by $\sim$20% if the medium is 2 mfp' thick and by $\sim$10% if it is 3 mfp' thick (for the albedo and the range of $\rho$ considered). These results imply that 90% or 90% of the photons do not penetrate deeper than 2 or 3 mfp', respectively, into the medium. This experiment complements our simulation result (Fig. 5) where the average depth of scat-
tering was estimated to be \( \sim 1 \text{ mfp} \). Thus for typical biological tissues our measurements are mainly sensitive to the region of tissue located within 2 mm of the surface and the investigated volume is of the order of 1 mm\(^3\).

C. Calibration and Test on Microsphere Suspension

To perform absolute intensity measurements, calibration is performed on a solid turbid siloxane phantom of known \( \mu_a \) and \( \mu'_a \) (determined independently by FDPM). \(^2,3\) Value \( \gamma = 1.8 \pm 0.1 \) was determined for the calibration phantom by consideration of the value that gives the best fit to the experimental curve, \( \mu_a \) and \( \mu'_a \) being fixed (\( \lambda = 674–956 \text{ nm} \)).

As shown in Fig. 7 the phantom measurement, scaled by a single factor applied equally to all fibers, fits well the Monte Carlo simulation performed with phantom coefficients. This factor is defined as the calibration factor for a given wavelength. The calibration factor was determined at a distance of 1 mm, for typical values of extracting optical coefficients from the reflectance data. Measurements of the reflectance intensity \( R(\rho) \) and the slope of \( \ln R(\rho) \) [denoted \( \partial \ln R(\rho) \)], determined at a distance of 1 mm, can be used to derive \( \mu'_a \) and \( \mu_a \) for a given \( \gamma \) value. Figure 8 shows graphically the relationship between \( \mu'_a \) and \( \mu_a \) and the two parameters, \( R(\rho = 1 \text{ mm}) \) and \( |\partial \ln R(\rho = 1 \text{ mm})| \). To illustrate the influence of parameter \( \gamma \), two examples are superimposed: \( \gamma = 1.5 \) and \( 1.9 \). We see clearly in Fig. 8 that \( \mu'_a \) and \( \mu_a \) cannot be determined uniquely from the two parameters, \( R(\rho = 1 \text{ mm}) \) and \( |\partial \ln R(\rho = 1 \text{ mm})| \), if \( \gamma \) is unknown. This indetermination may be resolved by the values of \( R(\rho) \) and/or \( |\partial \ln R(\rho)| \) at other distances. Therefore the following procedure was defined for tissue measurements:

1. Determination of \( \mu'_a \) and \( \mu_a \) from \( R(\rho = 1 \text{ mm}) \) and \( |\partial \ln R(\rho = 1 \text{ mm})| \) for discrete values of \( \gamma \) (for example, \( \gamma = 1.0, 1.5, 1.9, 2.2 \)).
2. Simulations with different sets of \( \mu'_a \) and \( \mu_a \) obtained from Eq. (1).
3. Comparison between the simulations and the reflectance profile for distances 0.35 < \( \rho < 1.4 \text{ mm} \).

This last step permits us to determine the value of \( \gamma \) that gives the best fit. Points (1)–(3) can be done iteratively to evaluate \( \gamma \) more precisely. The precision that can be obtained depends on the optical coefficients themselves and on the experimental uncertainties. Nevertheless two important technical points should be noted:

- First, determination of \( \mu'_a \) is only weakly influenced by \( \gamma \) for \( \mu'_a \) close to 1 mm\(^{-1}\). Indeed in Fig. 8 the differences induced by \( \gamma = 1.5 \) or \( \gamma = 1.9 \) are typically 10% for \( \mu'_a \). In contrast, the absolute determination of \( \mu_a \) is critically sensitive to \( \gamma \). However, if \( \gamma \) remains constant, relative variations of \( \mu_a \) can still be precisely evaluated. This point is discussed with the results obtained from Intralipid measurements in Subsection 3.E. Metabolism mani-
toring or drug monitoring could therefore be a potential application of such a probe.

Second, the experimental determination of \([\beta, \ln R(\rho = 1 \text{ mm})]\) requires measurements at different distances close to 1 mm. To minimize errors on \([\beta, \ln R(\rho = 1 \text{ mm})]\) due to experimental artifacts, we performed a fit of the reflectance curve (0.5 mm < \(\rho < 1.4\) mm) with the function \(m_1 \beta^{s_1} \exp(-m_2 \rho)\), which was always found to fit Monte Carlo simulations well for this range of distances. (The same function was also proposed by Bolt and ten Bosch.\(^{26}\))

Parameters \(R(\rho = 1 \text{ mm})\) and \([\beta, \ln R(\rho = 1 \text{ mm})]\) are then derived from the fit. Once optical coefficients \(\mu_a\) and \(\mu_s\) are derived, the validity of this procedure is double-checked by comparing the curve obtained from the Monte Carlo simulation with the experimental profile.

E. Phantom Measurements

We present in this subsection measurements on tissue-like phantoms (Intralipid and microsphere suspensions). Measurements of phantoms with varying \(\mu_a\) and \(\mu_s\) values were used to test the inversion procedure. For the Intralipid measurements we considered the \(\gamma\) value as \(a\ priori\) not known, even though \(\gamma\) can be estimated from published research (described below). The phantoms made of Intralipid and dye [iron(III) ferrocyanide] at different concentrations were calibrated by the FDPM technique (performed at large-source-detector separations and therefore insensitive to \(\gamma\)).

For Intralipid measurements, reflectance profiles were found to fit best when the parameter \(\gamma\) was between 1.6 and 1.8 for \(\lambda = 674–849\) nm. The \(\mu_a\) values derived from our method are plotted in Fig. 9(a) versus the values obtained by the FDPM technique. Figure 9(a) shows that \(\gamma = 1.8\) leads to an overestimation of \(\mu_a\) by \(0.005 \text{ mm}^{-1}\), whereas \(\gamma = 1.6\) leads to an underestimation of \(\mu_a\) by \(0.01 \text{ mm}^{-1}\). This example clearly illustrates that determination of the absolute values of \(\mu_a\) are sensitive to \(\gamma\). However, changes in the absorption coefficient can be measured to within \(0.005 \text{ mm}^{-1}\).

The accuracy of the inversion procedure on \(\mu_a\) is illustrated in Fig. 9(b). In the case of \(\mu_a\), as mentioned above, the influence of \(\gamma\) is weaker than in the case of \(\mu_g\). A difference of only 5% is found on the \(\mu_a\) if \(\gamma = 1.6\) is used instead of 1.8. This is also approximately the variation in \(\mu_a\) values obtained by multiple FDPM measurements. We also found that in the case of Intralipid the measured values of \(\mu_a\) vary by less than 2% when \(\mu_a\) is increased from 0.012 to 0.5 mm\(^{-1}\) by the addition of dye, which proves that the data-inversion procedure effectively uncouples \(\mu_a\) and \(\mu_s\).

From our measurements, \(\gamma\) can be estimated to \(\gamma = 1.7 \pm 0.1\) (\(\lambda = 675\) nm). The calculation when Mie theory was used and the size distribution given by van Staveren et al.\(^{27}\) leads to \(\gamma = 1.89\) (\(\lambda = 675\) nm). These values are in good agreement considering that the actual size distribution of the sample may slightly vary from the sample measured by van Staveren et al. Note also that they found a similar discrepancy for \(g_s\) between Mie theory and experiments.

Further assessments of the inversion procedure were performed on monodisperse microsphere suspensions. In this case we considered the \(\gamma\) value as \(a\ priori\) known from Mie theory: \(\gamma = 2.2\) (polystyrene, \(\phi = 1.053 \pm 0.010 \text{ mm}, \lambda = 675\) nm). The optical coefficients derived from our local reflectance measurements are compared with values obtained with a spatially resolved transmittance method described elsewhere.\(^{22,23}\)

Figures 10(a) and 10(b) show \(\mu_a\) and \(\mu_s\) values obtained by both methods: spatially resolved transmittance and reflectance. Phantoms made of microsphere suspensions and ink at different concentrations were used. An excellent correlation is found between the \(\mu_a\) and \(\mu_s\) values obtained by the two methods. Small systematic differences (typically 10%) are found when comparing absolute values. They are mainly due to errors occurring in the calibration procedures (for both methods). A further comparison with Mie theory also showed a typical deviation of 2% for \(\mu_s\) (a maximum deviation of 10%). The relatively small errors that we found here are typical of errors found when different techniques for measuring turbid-media optical properties are compared.\(^{28}\) Such errors could be avoided by multiple calibrations on several turbid samples of different
known optical properties. However, the accuracy of tissue measurements is subject to other major limitations due to, for example, their structure and heterogeneity. Therefore more accurate calibration is not necessarily required for absolute tissue measurements, since we are mainly interested in observing optical-property differences between tissue physiological states.

F. In vivo Measurements on Brain Tissues

Clinical measurements of normal and malignant neural tissues were recorded in vivo during brain surgery. Two different cases are reported here. Case 1 was a 3-year-old male and case 2 was an 8-year-old male. Different types of tissues were investigated in each case. Several measurements (typically six) were always performed successively at a given location. The intensity fluctuations (typically of the order of 10%) for these measurements were mainly due to tissue heterogeneity and slight probe movements. The average reflectance was calculated for each location as well as the standard deviation. Note that the uncertainty due to the apparatus, estimated from measurements on a phantom, is much lower (<5%). Before each set of measurements the blood from the surgical site was carefully irrigated away with saline and the probe was cleaned with a saline-damped sponge. The measurements presented here were performed in parallel with frequency-domain measurements (FDM) by using a source–detector separation of 10–14 mm.

In case 1 measurements were performed on normal cerebral cortex (frontal lobe and temporal lobe), optic nerve astrocytoma (size, \( \approx 1.3 \) cm), and normal optic nerve. In case 2 measurements were performed on the skull, deep cerebellar white matter with scar tissue (from a previous surgery), medulloblastoma (size, \( \approx 3.8 \) cm), and deep cerebellar white matter. Tumor dimensions were estimated from conventional imaging techniques (i.e., computed tomography and/or magnetic resonance imaging).

As discussed in Subsection 3.B, the depth probed is less than \( \approx 2 \) mm. For each type of tissue that we investigated the influence of surrounding tissues on the measurement is weak. In particular, only gray matter is investigated during measurements of the cerebral cortical surface.

Figures 11(a) and 11(b) show the measured parameters \( R(\rho = 1 \) mm) as a function of \( |\beta \ln R(\rho = 1 \) mm)\) obtained for cases 1 and 2, respectively. They are similar to Fig. 8 except that the relationship between parameters \( R(\rho = 1 \) mm) and \( |\beta \ln R(\rho = 1 \) mm) and optical coefficients \( \mu_{\alpha} \) and \( \mu_{\beta} \) is indicated only qualitatively by two arrows for better clarity. (Different grids corresponding to different \( \gamma \) values should be superimposed.) Quantitative results are reported in Tables 1 and 2.

Figures 11(a) and 11(b) show that parameters \( R(\rho = 1 \) mm) and \( |\beta \ln R(\rho = 1 \) mm)\) provide excellent discrimination between tissue types. The spectroscopic signature on \( R(\rho = 1 \) mm) and \( |\beta \ln R(\rho = 1 \) mm)\) should also be noted. The cortex and the skull exhibit less significant spectroscopic differences compared with tumor tissues such as the astrocytoma and the medulloblastoma. Thus parameters \( R(\rho = 1 \) mm) and \( |\beta \ln R(\rho = 1 \) mm)\) could be useful for optical biopsy. Nevertheless we believe that to exploit these results fully the differences found must be explained in terms of scattering and absorption parameters. These factors in turn can be used to understand physiological and structural variations. The procedure described in Subsection 3.D was used to determine coefficients \( \mu_{\alpha}, \mu_{\beta}, \gamma \) from the measured curves. This procedure is fully illustrated for measurements of the temporal lobe. Results of optical coefficient calculations are summarized for all tissues in Tables 1 and 2. Values obtained in parallel by the FDM technique are also indicated.

Figure 12 shows that the best fit to the cortex (temporal lobe) data is obtained with \( \gamma = 1.9 \). Lower values, such as \( \gamma = 1.5 \), led to impossible values for \( R(\rho = 1 \) mm) and \( |\beta \ln R(\rho = 1 \) mm)\) and should therefore be rejected. Larger values, such as \( \gamma = 2.2 \), do not fit the reflectance data for distances \( \rho < 0.8 \) mm. The \( \gamma \) value is then estimated to be \( \gamma = 1.9 \pm 0.2 \). Note that \( \gamma = 2.2 \) would lead...
and an overestimation of $m_\gamma$ for this tissue.

Taking into account the uncertainties of the measurements (−5% on $R(\rho = 1\text{ mm})$ and $|\gamma|\ln R(\rho = 1\text{ mm})|$ for this tissue) and the uncertainty of $\gamma$ (±0.2), the error of the absolute value of $\mu'_s$ is estimated to be 5%.

In some cases, as shown, for example, in Fig. 12, the nearest fiber does not perfectly fit the simulation. Different reasons may be suggested. First, this fiber is at the limit of the region where only the parameter $\gamma$ must be taken into account. Therefore higher moments of the phase function may also be considered.

Table 1. Optical Properties of Normal and Malignant Human Brain Tissue, Case 1

<table>
<thead>
<tr>
<th>Type of Tissue</th>
<th>Wavelength (nm)</th>
<th>$\gamma$</th>
<th>$\mu'_s$ (mm$^{-1}$)</th>
<th>$\mu_s$ (mm$^{-1}$)</th>
<th>Probe Measurements</th>
<th>FDPM*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02 ± 0.01</td>
<td>1.12</td>
</tr>
<tr>
<td>Normal optic nerve</td>
<td>674</td>
<td>1.9 ± 0.2</td>
<td>1.00 ± 0.05</td>
<td>&lt;0.02 ± 0.01</td>
<td>0.0173</td>
<td></td>
</tr>
<tr>
<td></td>
<td>811</td>
<td>1.9 ± 0.2</td>
<td>0.91 ± 0.05</td>
<td>&lt;0.01 ± 0.01</td>
<td>0.0182</td>
<td></td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.9 ± 0.2</td>
<td>0.92 ± 0.05</td>
<td>&lt;0.01 ± 0.01</td>
<td>0.0185</td>
<td></td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.9 ± 0.2</td>
<td>0.89 ± 0.05</td>
<td>0.015 ± 0.01</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0206</td>
<td></td>
</tr>
<tr>
<td>Astrocytoma of optic nerve</td>
<td>674</td>
<td>1.9 ± 0.2</td>
<td>1.00 ± 0.05</td>
<td>0.02 ± 0.01</td>
<td>0.0179</td>
<td></td>
</tr>
<tr>
<td></td>
<td>811</td>
<td>1.9 ± 0.2</td>
<td>0.82 ± 0.05</td>
<td>0.02 ± 0.01</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.9 ± 0.2</td>
<td>0.82 ± 0.05</td>
<td>0.015 ± 0.01</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.9 ± 0.2</td>
<td>0.82 ± 0.05</td>
<td>0.025 ± 0.01</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0218</td>
<td></td>
</tr>
<tr>
<td>Cortex (frontal lobe)</td>
<td>674</td>
<td>1.7 ± 0.2</td>
<td>1.25 ± 0.10</td>
<td>0.14 ± 0.03</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>811</td>
<td>1.7 ± 0.2</td>
<td>0.95 ± 0.10</td>
<td>0.12 ± 0.03</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.7 ± 0.2</td>
<td>0.76 ± 0.10</td>
<td>0.09 ± 0.03</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.7 ± 0.2</td>
<td>0.73 ± 0.10</td>
<td>0.15 ± 0.03</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0323</td>
<td></td>
</tr>
<tr>
<td>Cortex (temporal lobe)</td>
<td>674</td>
<td>1.7 ± 0.2</td>
<td>1.75 ± 0.20</td>
<td>0.06 ± 0.03</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>811</td>
<td>1.7 ± 0.2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.7 ± 0.2</td>
<td>1.60 ± 0.20</td>
<td>0.08 ± 0.03</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.7 ± 0.2</td>
<td>1.52 ± 0.20</td>
<td>0.07 ± 0.03</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

*The uncertainty of the FDPM values, given by the fitting procedure (see Refs. 2 and 3), is typically 2%.
Table 2. Optical Properties of Normal and Malignant Human Brain Tissue, Case 2

<table>
<thead>
<tr>
<th>Type of Tissues</th>
<th>Wavelength (nm)</th>
<th>Probe Measurements</th>
<th>FDPM*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>$\mu'_{a}$ (mm$^{-1}$)</td>
</tr>
<tr>
<td>Skull</td>
<td>674</td>
<td>1.9 ± 0.2</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.9 ± 0.2</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.9 ± 0.2</td>
<td>0.85 ± 0.1</td>
</tr>
<tr>
<td>Cerebellar white matter</td>
<td>674</td>
<td>1.9 ± 0.2</td>
<td>1.35 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.9 ± 0.2</td>
<td>0.85 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.9 ± 0.2</td>
<td>0.78 ± 0.1</td>
</tr>
<tr>
<td>Medulloblastoma</td>
<td>674</td>
<td>1.9 ± 0.2</td>
<td>1.40 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>1.9 ± 0.2</td>
<td>1.07 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>1.9 ± 0.2</td>
<td>0.4 ± 0.1</td>
</tr>
<tr>
<td>Cerebellar white matter with scar tissues</td>
<td>674</td>
<td>2.2 ± 0.2</td>
<td>0.65 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>849</td>
<td>2.2 ± 0.2</td>
<td>0.80 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>956</td>
<td>2.2 ± 0.2</td>
<td>0.65 ± 0.05</td>
</tr>
</tbody>
</table>

*The uncertainty of the FDPM values, given by the fitting procedure (see Refs. 2 and 3), is typically 2.5%.

cient compared with other tissue. The accuracy of the measurement on the optic nerve tissue can be affected by the high anisotropy of this type of tissue. Indeed it has been reported that light propagation depends on whether the direction considered is parallel or perpendicular to the nerve fibers. Interestingly, comparison between measurements with the two symmetric sources reveals larger differences than for the other tissues. This variation is represented in Fig. 11(a) by the relatively large uncertainties associated with the optic nerve measurements.

In case 2 the first measurements were acquired directly from the skull. The difference in reduced scattering properties between $\lambda = 674$ and 956 nm is very small ($\mu'_{a} = 0.9$ and 0.85 mm$^{-1}$, respectively) as shown in Fig. 11(b). Previously determined in vitro values for pig skull were approximately twice as large. Such differences may be due to variations in water content and sample preparation between in vivo and in vitro studies.

Case 2 data were also obtained from in series deep cerebellar white matter with scar tissue, tumor (medulloblastoma), and cerebellar white matter in the excavated tumor bed. Figure 11(b) shows that scar tissue is well differentiated from other structures and is characterized by a high $\gamma$ value ($\gamma = 2.2$) and low absorption ($\mu_{a} < 0.02$ mm$^{-1}$), which is consistent with the low vascularization of such tissue. In contrast, larger $\mu'_{a}$, smaller $\gamma$, and large spectroscopic differences in $\mu'_{s}$ are found in white matter and medulloblastoma. As in case 1 the large $\mu'_{a}$ values obtained for the tumor can be related to higher hemoglobin content, as is often found for cancerous tissues. Taking into account measurement variability, no significant differences are found between the tumor and the surrounding normal white matter. However, it is not clear that the so-called normal tissue measured at the surgical boarder could be considered disease-free and unaffected by the tumor vasculature.

Some of the different types of tissue examined here showed a dependence on the phase-function parameter $\gamma$. This confirms that $\gamma$ may be a valuable parameter for tissue characterization. Nevertheless an improvement in the accuracy of the $\gamma$ determination would be necessary to conclude the importance of this parameter.

The optical coefficients that we obtained can be compared with measurements performed simultaneously with the FPM technique. One should keep in mind that the depth investigated by the FDPM technique is greater compared with the spatially resolved technique described here. Generally the $\mu'_{a}$ values are similar between the two methods, whereas more differences are found for $\mu_{a}$. For the cortex and the skull measurements both $\mu'_{s}$ and $\mu_{a}$ values are generally in good agreement. The decrease in $\mu'_{a}$ from $\lambda = 674$–956 nm is more pronounced in the FDPM data. In contrast, important differences are found for $\mu_{a}$ results where tumor values (astrocytoma and medulloblastoma) obtained by FDPM are significantly lower. This can be explained by the sensitivity of the spatially resolved probe to the high local hemoglobin content that can be resolved only by the small source–detector separations. In contrast the large source–detector sep-
oration employed by the FDPM probe interrogates much greater larger-tissue volumes and hence measures average optical properties from multiple structures (e.g., normal + malignant).

4. Conclusions

The purpose of this research was to assess the performance of spatially resolved reflectance by using short source–detector separations (<1.4 mm). Monte Carlo simulations, the accuracy of which were confirmed by experiments on tissue phantoms, were used to establish the correspondence between the measured reflectance and the optical properties.

Optical properties that can be determined by this technique are the absorption coefficient \( \mu_a \), the reduced scattering coefficient \( \mu'_a \), and a parameter of the phase function \( \gamma = (1 - g_2)/(1 - g_1) \), where \( g_2 = g \) and \( g_2 \) are the first and the second moment of the phase function. Experiments on calibrated Intralipid solutions and microsphere suspensions showed that changes in the absorption coefficient, reduced scattering coefficient, and \( \gamma \) can be measured to within \( \pm 0.005 \text{ mm}^{-1}, \pm 0.05 \text{ mm}^{-1} \), and \( \pm 0.2 \) respectively. Systematic errors are possible if the parameter \( \gamma \) is not determined with sufficient accuracy. These performances could be improved by lowering the uncertainty on reflectance measurements.

Experiments and simulations helped to define the average volume probed by this technique. For typical tissues the average probe depth is typically ~1 mm and the influence of layers located below 3 mm is negligible.

Finally in vivo measurements on human brain showed that excellent discrimination can be obtained between different types of neural tissues, normal and abnormal. Good correlation has been found between spatially resolved reflectance and simultaneous measurements performed by FDPM. These two techniques offer interesting complementary features. The spatially resolved probe can potentially provide better differentiation between different types of tissue owing to its sensitivity to local structure, because substantially a smaller volume of tissue is probed. On the other hand, owing to physical limitations imposed by large near-IR mean absorption lengths in tissue, the precision for the \( \mu_a \) estimate is likely to be worse. Consequently, the short distance, spatially resolved technique appears to be well suited for clinical settings that require rapid localized tissue identification, such as endoscopic or a needle-based optical biopsy, and intraoperative tissue mapping for surgical guidance.
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